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from 1 to 17 April 2020 to validate the fitted models. 
The validation stage was carried out to determine which 
model fits future data sufficiently well. A model is 
considered to be a good fit to the observed data if the 
differences between the observed and predicted cases 
(i.e., the residuals) are small and random [13]. Models 
with a lower Bayesian Information Criterion (BIC) and 
Mean Absolute Percentage Error (MAPE) were 
considered the best fitting models to produce the most 
accurate forecasts. The Ljung-Box test was performed 
on the residuals to determine if the residual ACF at 
different lag times was significantly different from zero 
as further evidence of the model fit [12]. 

The same process as described above was used to 
predict the values of each of the four covariates for the 
forecast period from 18 April 2020 to 1 May 2020. The 
time series for these covariates from 22 January 2020 to 
1 May 2020 was then used to develop the best fitting 
model to forecast the 5 - point MA COVID-19 cases 
from 18 April 2020 to 1 May 2020 in Malaysia. All 
covariates were found to have no evidence of 
multicollinearity by using the variance inflation factor 
(VIF) test [13]. The final test for the ARIMA model 
with covariates was its ability to fit the forecast data to 
the actual observed COVID-19 cases during the 
forecast period. The 95% confidence interval (CI) of the 
fit and forecast values were also generated and verified. 
In the event the lower CI values were less than 0, the 
negative values were converted to 0 to avoid negative 
COVID-19 case projections [13]. Differences between 
the daily observed and forecasted cases was estimated 
using a deviation index calculated by the following 
formula. 
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Results 

In the training period for the model estimation, the 
generated ACF and PACF for the 5-point MA smoother 

for the COVID-19 cases did not appear to be gradually 
tailing off across the different lag points therefore 
indicating a non-stationary series. Differencing was 
justified to transform the series to stationarity as shown 
in Figure 1. In addition, the Augmented Dicky Fuller 
test (ADF) for the difference data set at lag 1 
subsequently showed that the data set was stationary 
(ADF test statistic was -3.75, p = 0.01) [11]. A total of 
5 models were developed using various combinations 

Table 1. MAPE and normalized BIC for ARIMA models. 
Model MAPE BIC Q18 p-value 
ARIMA (0,1,0) with covariates – Active cases 
State and district cases* 16.014 4.172 23.115 0.186 

ARIMA (1,1,5) 21.960 4.049 36.123 0.003 
ARIMA (1,1,5) with covariates – Active cases 21.211 4.075 29.240 0.022 
ARIMA (1,1,0) with covariates – Active cases 
Neighboring country** 16.319 4.158 50.111 0.000 

ARIMA (1,1,0) with covariates – Active cases 
State and district cases* 
Neighboring country** 

16.571 4.073 37.593 0.003 

* Selangor state and Lembah Pantai district; ** Singapore. 

Figure 1. ACF and PACF for the ARIMA (0,1,0). 

Figure 2. ACF and PACF residuals for the ARIMA (0,1,0). 
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of independent covariates as shown in Table 1. The 
ARIMA (0,1,0) model with active cases, state and 
district cases as independent covariates was selected as 
the best fit model with the lowest MAPE = 16.014 and 
BIC = 4.172. In addition, the model was validated using 
the Ljung-Box Q(18) test, which suggested that the 
ACF for the residuals at different lag times was not 
statistically different from zero (Ljung-Box Q(18) test 
= 23.115, p = 0.186). Analysis of the ACF and PACF 
residuals for the ARIMA (0,1,0) shows that the model 
fits the data reasonably well, with no residuals falling 
outside the 95% CI (Figure 2). Therefore, the ARIMA 
(0,1,0) model using active cases, state and district cases 
as independent covariates produced the best fitting 
model as shown in Figure 3. The estimated coefficients 
in the fitted ARIMA (0,1,0) are shown in Table 2. 

As shown in Figure 3, the ARIMA (0,1,0) forecast 
showed a downward trend of COVID-19 cases during 
the forecast period from 18 April 2020 to 1 May 2020. 
In addition, the 5-point MA values for the COVID-19 
cases were within the 95% CI prediction intervals as 
shown in Figure 4. All forecast values were within a 
25% deviation range from the smoothen observed cases 
with 80% of forecast values within the 15% deviation 
index as shown in Figure 5. The model predicted the 
cumulative COVID-19 cases accurately during the 
forecast period (18 April 2020 to 1 March 2020) where 
there were a total of 837 cases predicted compared to 
820 cases that was observed. This was a difference of 
only 17 cases higher than the observed (1.9%). 

 

Discussion 
Since the WHO declared COVID-19 a pandemic on 

11 March 2020, several countries including Malaysia 
experienced an exponential rise in COVID-19 cases 
[14]. This rapid increase of cases has stressed most 
healthcare systems worldwide and has further made 
outbreak response and resource planning a challenge. In 
response, health authorities have attempted to forecast 
the trend of this pandemic, however this have proven to 
be difficult as COVID-19 is a novel disease with limited 
data and knowledge on the disease trends and dynamics 
[15]. This is especially observed when using 
compartmental and time series models to predict 
disease trends, where compartmental models such as 
the SIR/SEIR models requires sufficient data to 

Table 2. Model parameters for ARIMA (0,1,0). 
Model covariates Estimate SE p-value 

Constant 2.079 1.140 0.072 
State case 0.111 0.069 0.112 

District case -0.005 0.001 0.001 
Active case 0.105 0.088 0.234 

 

Figure 3. Model validation and forecast of ARIMA (0,1,0) for 
period from 22 January 2020 – 1 May 2020, Malaysia. 

Figure 4. Observed and forecast COVID-19 daily cases for 
ARIMA (0,1,0) for period 18 April 2020 to 1 May 2020, 
Malaysia. 

Figure 5. Deviation index of the ARIMA (0,1,0) forecast from 
18 April 2020 to 1 May 2020, Malaysia. 
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determine model parameters, and ARIMA models 
require long time series data to be accurate. However, 
ARIMA models may be preferred to compartmental 
models when there is insufficient data on the disease 
dynamics to generate the required parameters for model 
estimation [9]. Time series ARIMA models are 
considered more suitable with long time series data, 
however, with as little as 50 data points, in these models 
are able to provide reliable forecasts [9]. 

During the COVID-19 pandemic where there is 
limited data and information on the disease, we found 
that time series ARIMA models was able to forecast the 
COVID-19 case trends from 18 April 2020 to 1 May 
2020 accurately with observed cases being well within 
the 95% CI of the forecast. Our forecast also showed an 
accurate reducing trend which corresponded to the 
observed cases from 18 April 2020 to 1 May 2020. As 
shown in Figure 5, this finding is strengthened by 
variations of less than 15% between the forecast and 
observed cases in 80% of the forecasted data points. 
This paper demonstrates that ARIMA models are a 
suitable tool to forecast case trends especially during 
situations where data is limited. Similarly, studies on 
COVID-19 conducted in countries such as South Korea, 
Iran and Italy was able to predict case trends using 
ARIMA models in similar conditions [7]. In addition as 
with our findings, a study in Italy also reported a high 
level of forecast accuracy of 95% in predicting COVID-
19 trends using ARIMA models [8].  

This ability for the model to generate an accurate 
forecast with limited data can be attributed to several 
reasons which includes the preparation of the dependant 
variable before model estimation and incorporating 
suitable covariates into the model. As this study was 
using daily data, it was observed to be highly variable 
and inherently noisy. Using smoothened data have 
shown to increase model accuracy especially when 
limited number of data points are available [16-18], 
hence, the dataset was first smoothened to remove 
skewedness and noise.  

In addition, improving trend signals of noisy data 
can be achieved by the use of independent covariates 
that have well-defined trends. In this study we used 
active case data that had less variability (noise) to 
provide clearer trend signals in the model development, 
which subsequently increases the model fit. The use of 
subnational data with larger outbreaks and high case 
numbers as independent covariates was able to provide 
clear trend signals and improve the model output for 
Malaysia which would otherwise have been obscured 
by national level data. These findings has strengthened 
the use of independent covariates which increases the 

model accuracy and reliability in situations where data 
is limited, as it allows for the detections of signals and 
changes in case trends accounted by suitable covariates 
as were also reported in previous studies [16].  

The strengths of this study include, firstly, this 
paper is the first to report the use of ARIMA models to 
forecast COVID-19 cases and trends in Malaysia. 
Secondly, this was the first attempt to use smoothen 
case data to reduce noise and improve accuracy as 
compared to similar studies on ARIMA models for 
COVID-19 conducted in other countries [6–8]. Thirdly, 
we used several independent covariates which provided 
more accurate signals to develop short-term model 
predictions for immediate outbreak response. And 
finally, we also optimized the model training and 
validation period to provide the highest number of data 
points to generate the best fit model. Potential limitation 
on the model prediction would include the inherent case 
data variability, the limited number of data points and 
errors in data collection. However, data variability was 
addressed by the use of ARIMA models, as these 
models take into account data stochasticity in model 
development is accounted for. In addition, the limited 
number of data points was address by adding 
independent covariates and meeting the minimum 
required data points for ARIMA model development. 
Furthermore, errors in data collection and diagnostic 
precision which may adversely affect accuracy of 
predictions however all COVID-19 case and laboratory 
data used for this study were verified and validated by 
the health authorities using the relevant Standard 
Operating Procedures. 

 
Conclusion 

This study demonstrated the effectiveness of 
ARIMA models as an early warning strategy that can 
provide accurate COVID-19 forecasts despite limited 
data points. ARIMA models are not only effective but 
it’s a simple and easy method by which COVID-19 
trends can be predicted based on open access data. In 
addition, the use of smoothened data and independent 
covariates improved the model accuracy. We are 
confident that the ARIMA model can be used to 
generate accurate and reliable forecasts of daily 
COVID-19 cases beyond 1 May 2020 with the addition 
of new data points and independent covariates. 
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Annex – Supplementary Items 
 
 Supplementary Figure 1. Comparison of COVID-19 observed cases, 3 point and 5 point moving average, Malaysia. 


